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Discrete choice simultaneous equation regressions may be used to estimate conservation technology demand
or supply shifts due to market transformation programs. Essentially, the regressions compare the purchases
or sales of the technology among exposed vs. unexposed individuals, correcting for the simultaneity of the
exposure and technology adoption decisions. To help distinguish program-induced technology adoptions
from naturally occurring ones, regression results are used to simulate adoption decision or sales with and
without exposure. Variance of the estimates can be approximated using a bootstrap, and stratified or choice-
based sampling plans can be handled. Statistics cannot fully describe behavioral changes; therefore a serious
evaluation of the market transformation effort requires in-depth interviews of a small sample of prospective
buyers or suppliers. Methods are presented to use information from these interviews to improve the market
shift estimates.

machines in popular mechanics magazines. Since readersOVERVIEW
of the magazines may be more predisposed to trying new
technologies than nonreaders, simultaneous equationsThis paper presents a quantitative technique to estimate
regressions will be necessary to allow a valid comparisonchanges in efficient technology demand or supply due to
between tumble washer adoption among readers and non-exposure to an informational market transformation pro-
readers of the magazines.gram. Essentially, the purchase or sales of efficient technol-

ogy among exposed individuals or firms is compared to that
among unexposed agents, over a large sample and withThe quantitative demand-side method we present is based
corrections for self-selection effects. Small-scale interview

on a simultaneous equations system which Train (1994)
results are used to improve accuracy. The method does not

originally proposed for free ridership. In Parikh, Kandel &
apply to programs where people choose to be exposed

Brown (1995) we applied it to estimate the effects of an
because theyplanto adopt the technology, such as a program

electric utility’s conservation education efforts. The methodproviding lists of reliable insulation contractors to interested
requires a large-scale survey sampling both exposed andhomeowners.
unexposed individuals or firms. The exposed and unexposed
subsamples must each include some people who adopt theThe method does, however, allow people’spredisposition
technology and some who do not. Our supply shift estimationto adopt or sell the technology affect their likelihood to be
procedure is a variation on the demand-side method, whereexposed. For example, in an effort to encourage efficient
the exposed and unexposed subsamples must each have alighting supply, the Lighting Research Center has published
range of sales amounts.several articles on lighting technology in building trade jour-

nals (Conway and Block 1995). To study the effects on
lighting suppliers’ sales of efficient lights of being exposed In evaluating market transformation programs, it is generally
to the articles, one might compare sales between exposed

good practice to interview a small sample of energy users
and unexposed suppliers. A regression framework would

and try to understand whether and how their behavior has
control for observed differences between lighting suppliers.

changed. Herein, we propose methods for using such inter-Yet since suppliers interested in conservation are both more
view results to improve the quantitative demand shift esti-predisposed to promote efficient lights and more likely to
mates. For example, it is hard for a survey questionnaire toread the articles than average, a simple regression compari-
assess whether second-hand information such as word-of-son would probably attribute too many efficient light sales
mouth originates from the market transformation program,to the journal articles. One can control for this self-selection
and is thus a type of exposure. As a result, such indirectby modeling the exposure and sales regressions simultane-
exposure will typically be counted as non-exposure, causingously.
underestimation of program effects. Yet if a small-scale set
of interviews can assess how much apparent nonexposureA comparable demand-side transformation program might

be to publish articles about efficient tumble-action washing is in fact second-hand exposure, the larger-scale statistical
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model can be adjusted accordingly. This paper describes nology adoptions are driven by exposure, by predisposition
to adopt the technology, and by other characteristics of thehow.
potential buyer (figure 1). Predisposition to adopt also influ-
ences the likelihood of exposure, but is unobserved. OneWe also describe how to improve demand shift estimates
needs to determine the effect of exposure on the probabilitywhen the causal effect of program exposure on technology
of adoption, yet if adoption probability is regressed directlyadoption is more accurately described through interviews,
on exposure, the omitted predisposition variable will biasor when large-sample mail survey respondents may not be
results. People whose predisposition to adopt causes themable to answer survey questions as accurately as small-sam-
to be exposed to the program will appear to adopt becauseple interviewees who can ask for guidance. Finally we note
they were exposed, rather than because of their predisposi-that technology use data can be collected from interviewees,
tion. In terms of figure 1, the predisposition box is omittedto help assess the effects of the changes in adoption.
from a regression, as if some causality flows backward from
adoption to exposure, causing simultaneous equations bias.This paper provides a technical recipe for estimating the

demand- and supply-side models, and discusses minor varia-
tions. It proposes a simple bootstrap method to estimateTrain (1994) addressed this problem for free ridership esti-
sampling error. It then explains how to estimate technology mation, in assessing how much of a person’s decision to
adoption effects and standard errors when samples are strati-install a conservation measure was due to an energy audit
fied or choice-based. Finally it describes how to improve program. He proposed a simultaneous equation model which
the large-scale statistical estimates based on in-depth studyallows exposure to be driven partly by the propensity to
of a smaller sample of interviewees. adopt, while adoption is driven partly by the outcome of

exposure. In a first stage, one estimates each individual’s
The procedure we propose will not give as accurate resultsprobability of exposure. In the second stage that estimated
as a simple comparison under purely random design. If anprobability becomes an instrument for the endogenous vari-
electric utility wishes to test the effect of bill inserts on able exposure, in a binary choice regression predicting the
compact fluorescent light bulb purchases, for example, we probability of adoption.
recommend it include the inserts on a random sample of
customers first, and compare their lighting purchases with

The Technology Demand Regressionsthose of customers who have not received the inserts. If an
appliance store wishes to test the effect of a display promot-
ing tumble washers, we recommend it set up and removeEstimation proceeds in two stages. First, define a binary
the display on random or alternate weeks, and compareexposure variableE equal to one if the individual was
tumble washer sales over time. Still, random design is impos- exposed to the market transformation program, and zero if
sible for many market transformation programs. For such not. RegressE on pertinent customer characteristics, typi-
cases our procedure will provide consistent market effect cally using a probit or logit regression: Pr(Exposure) 4
estimates, albeit with potentially large variance. (In Parikh, Pr(E41) 4 F(Z8g), whereF represents the chosen cumula-
Kandel & Brown (1995) our standard error was one third tive distribution function (Normal or logistic) andZ is a set
as large as our demand shift estimate.1) of customer characteristics affecting the likelihood of being

exposed (plus the intercept vector of ones). The regression
Our method gives a one-time estimate and cannot measureresults in a vectorg of estimates of the coefficient vector
future changes in technology purchases due to current pro-g. Useg to calculate each customer’s predicted probability
grams. If a program is repeated the method will generally of exposure, which will be the instrumental variable:
not differentiate between the effects of current and past Ê4F(Z8g).
exposure. To follow program effects and technology diffu-
sion over time, one might want to supplement the study with
aggregate market indicators proposed by Feldman (1995); Figure 1.
market saturation of the technology and price evolution are
two examples.

THE QUANTITATIVE MODEL:
DEMAND SIDE

The ‘‘net’’ or program-induced demand shift for efficient
technology is the increase in adoptions of that technology
due to exposure to the market transformation program. Tech-
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The goal of the second stage is to isolate the effect of The probability that a given exposed adopter is a natural
adopter is Pr(Ai 4 1_Ei 4 0), estimated asF(Xi8b ` a.0) 4exposure on the probability of adopting a technology. Two

possible methods are the ‘‘substitution procedure’’ and F(Xib). The probability that exposed adopteri is a program-
induced adopter is one minus Pr(Ai 4 1_Ei 4 0), estimatedAmemiya’s ‘‘nonlinear least squares with instruments,’’ also

called ‘‘nonlinear two-stage least squares.’’ For linear as1 1 F(Xi8b).
regressions, the substitution procedure would reduce to two-
stage least squares, while Amemiya’s procedure would Summing over allnea exposed adopters in a simple random

sample, program-induced adoption in the sample may there-reduce to classic instrumental variable estimation. Described
briefly below, the methods are laid out in an easy-to-follow fore be estimated as
logit specification in Train (1994) p. 429.

nea 1 (
nea

i41
F(Xi8b).Substitution procedure. Run a second stage binary

choice regression including the instrumentÊ as an indepen-
dent variable: Pr(Adoption) 4 Pr(A41)4F(X8b`aÊ). X That is the net sample demand shift. Total adoption in the
is a set of variables affecting the adoption decision and sample isnea, and is the gross sample demand shift (one
may include some variables included inZ. The parameter purchase per adopter).
estimatesbanda, for b anda, respectively are not consistent,
but the inconsistency is probably small (Train 1994).‘‘a’’ The net demand shift per exposed adopter, or net-to-gross
estimates the effect of exposure on adoption of the conserva-demand shift ratio, is:
tion technology.

Nonlinear least squares with instruments.Nonlinear
Ddea4

nea 1 (
nea

i41
F(Xi8b)

nea
(1)

least squares with instruments yields consistent, but not effi-
cient parameter estimatesb and a, and is available as a
procedure in several econometric software packages. TheThis is the probability an average exposed adopter’s conser-
exposure dummyE rather than the instrumentÊ is used to vation technology purchase is program-induced.
determine the residualui 4 A 1 F(Xi8b`aEi), which
depends on the values of parametersb and a. b and a Train (1994) proposed a different method for estimating the
are estimated to minimize the instrument-weighted sum of net demand shift per exposed adopter. The gross demand
squared residualsu8W(W 8W)11 W8u, whereW is a matrix shift for individual i is the likelihood that she is an exposed
containing values of the exogenous variablesX followed by adopter, estimated as the predicted probability she was
a column of values of the instrumentÊ. exposed times her predicted probability of adoption given

exposure, orÊi·F(Xi8b`a). The likelihoodi is an exposed
natural adopter (rather than a program-induced adopter) isThe Demand Shift Estimates
estimated asÊi·F(Xi8b). Her net demand shift is her gross
demand shift minus her natural demand shift, estimated asAfter b and a are estimated, they can be used to simulate
Êi·[F(Xi8b`a) 1 F(Xi8b)]. The entire sample is then usedbuyer decisions and estimate the shift in technology demand
to estimate the net-to-gross demand shift per exposeddue to the market transformation program. This section
adopter asexplains how, assuming all sample data came from a simple

random sample. A later section will present adjustments for
stratified or choice-based samples.

Ddea4

nea 1 (
n

i41
Êi·[F(Xi8b`a) 1 F(Xi8b)]

(
n

i41
Êi·F(Xi8b`a)

(2)
Define an ‘‘exposed adopter’’ as an individual exposed to the
program who then adopts the technology. Exposed adopters’
technology purchases represent the ‘‘apparent’’ effect of the

Recalling that most discrete choice regressions are biasedmarket transformation program, or ‘‘gross demand shift.’’
in finite samples, one might choose this second estimatorA ‘‘program-induced adopter’’ is an exposed adopter who
because the bias factor will be comparable in both numeratoradopts the technologybecausehe is exposed. Program-
terms, as well as the denominator, so that it tends to cancelsinduced adoptions are the ‘‘net demand shift.’’
out. That is,F(Xi8b) may be biased by roughly the same
percentage asF(Xi8b`a); call that bias factor‘‘B.’’ B multi-An exposed adopter who would have adopted the technology

even without being exposed is an ‘‘exposed natural plies both terms of the numerator, and the denominator;
therefore it cancels. Estimation ofÊ also adds finite sampleadopter,’’ because his adoption is naturally occurring.

Exposed natural adoption is strictly analogous to free rider- bias which cancels out in the ratio. In equation (1) by con-
trast, the gross adoption estimatenea is unbiased while natu-ship in incentive-based conservation programs.
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rally occurring adoptionF(Xi8b) remains biased; therefore squared deviation in the bootstrap distribution from the
revised estimate ofDD.the entire expression is subject to finite sample bias. The

cost of choosing equation (2) is increased variance, as known
outcomesEi are replaced by predicted probabilitiesÊi. If the regressions performed to obtainDD are nonlinear least

squares with instruments, a consistent procedure, then the
In our data set for Parikh, Kandel & Brown, using logistic bootstrap above will be consistent. As the sample sizen and
regressions, we found the two methods (equations 1 and 2)number of simulationsK grow, bootstrap-estimated variance
yielded the same ratio to two significant figures, probably will approach true sampling variance. For the substitution
because a large sample size allowed the average predictedprocedure the bootstrap estimates will be approximate.
probabilities of exposure and adoption to converge nearly
completely to the sample proportions of the same. QUANTITATIVE MODEL:

SUPPLY SIDEPopulation net demand shift.If the population of
exposed adopters is of sizeNea then the total population

Our method can be applied to technology supply rather thandemand shift attributable to exposure, or population net
demand if the sample of suppliers is large enough for thedemand shift, is estimated asDD 4 NeaDdea. Where the
consistency property of discrete choice regressions to over-numberNea is not known, it can be estimated as(nea/n)N,
come their small-sample bias. ‘‘Adoptions’’ are replaced bywheren is the size of the entire sample (including nonadopt-
‘‘sales increases,’’ abbreviated in the following math asers and unexposed individuals) andN is the entire popula-
‘‘sales.’’ Since ‘‘sales’’ is a continuous variable, the maintion size.
regression will be linear, but the exposure regression typi-
cally remains binary.Variance

Exposure,E, is regressed on independent variables to obtainVariance of the net demand shift estimateDD is difficult to
the instrumentÊ, predicted probability of exposure. Next,Êdetermine algebraically, sinceDD comes from a ratio, but
is used as a regressor in a second stage linear sales regression:one can estimate it easily using a bootstrap. Note that the
Sales4 XB`aÊ`«, or as an instrument in classic linearsimple random sampling process involves drawing indepen-
instrumental variable estimation.dent and identically distributed observations from the popu-

lation of customers, all variables (exogenous and endoge-
Alternatively, since sales is continuous, a Heckman-stylenous) drawn jointly. To simulate this in a bootstrap, draw
self-selection correction can be added to the sales regression:n observations from the sample data set, with replacement,
Sales4 XB`aE` dM`«, whereM is a selectivity correc-to obtain a simulated data set,datasetk.. Fromdatasetk, run
tion term, for example the inverse Mills ratio ifÊ is estimatedthe two-stage regression and estimateDDk. Repeat this pro-
in a probit regression.cess over a large numberK of simulations. The sampling

distribution ofDD is consistently estimated by the set ofK
The gross supply shift is the total increase in sales of thevalues ofDDk, known as the bootstrap distribution.2

technology among exposed suppliers. The net supply shift
is the gross supply shift minus amount sales would haveThe variance ofDD is then approximated by the sample
increased had the suppliers not been exposed. The net-to-variance of the bootstrap distribution. Note that the variance
gross supply shift ratio among exposed suppliers, then, is:will be bigger if the population number of exposed adopters

Nea is not known but only estimated based on its sample
proportions. To reflect this, the bootstrapping operation must
collect a set of values ofDDk, rather than of (Ddea)k. Dse4

(
n

i41
(salesi1Xi8b)

(
n

i41
salesi

(18)

Confidence intervals, median, and other percentiles of the
distribution ofDD are estimated consistently as the percen-
tile values of the bootstrap distribution. Thus a 2-tailed 90%

wherene is the number of exposed suppliers. SinceXi8b isconfidence interval is the range between its fifth and ninety-
an unbiased estimator, there is no need to add variance byfifth percentiles.
using expected exposure in the calculations, as was done

For a consistent estimator with small-sample bias, the biasfor buyers in equation (2).
can be approximated (to a first order) as the average deviation
between simulatedDDk’s and theDD estimated on the real If the sample was drawn randomly over all suppliers, from

a population includingNe exposed suppliers, the total net(not bootstrap) sample. TheDD estimate can then be revised
by subtracting that bias, and variance estimated as average supply shift estimate would beDS4NeDse. Typically, how-
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ever, supplier samples will be stratified, requiring a weighted nh_n, whereNh and nh are the population and sample sizes
of stratumh, the stratum in which a given observation falls.sum of stratum-specific supply shifts. In some cases the

sample may equal the supplier population, in which case
the numerator ofDse is the estimated net supply shift. For probit regressions such weighting is not efficient, but is

often used because it is consistent and practicable. For the
If past history is unavailable, ‘‘sales’’ may be defined as efficient maximum likelihood estimator, see an advanced
actual sales of the technology rather than increase in sales.text such as Amemiya (1985).
Xi8b then predicts levels of rather than changes in sales, so
the only control for each supplier’s exposure-generated salesFor linear least squares regressions, this method may conflict
is the naturally occurring sales ofother suppliers that were directly with weighting for heteroskedasticity and is not
not exposed. Clearly this is inferior to controlling for suppli- generally efficient but may be chosen where stratification
ers’ naturally occurring sales based on their own past salesinaccuracies outweigh heteroskedasticity inaccuracies. If
as well. stratification is based on a measurable correlate of the depen-

dent variable, stratification biases can instead be controlled
If supplier sample sizes are too small to justify the nonlinear for somewhat by including that correlate as an independent
exposure regression, a skilled interviewer might be able to variable; a set of stratum dummies is thus one solution. This
estimate how much of each supplier’s sales change is dueassumes stratification only affects the intercept; to control
to exposure. If so: for other coefficient effects, stratum interaction variables

may be necessary. In the limiting case, the regression could
be estimated separately in each stratum, so long as one does
not try to average the stratum-specific coefficients into a

Dse4

(
ne

i41
(sales attributed to Exposure)i

(
ne

i41
salesi

(false) general population coefficient estimate.

Logistic regression coefficient estimates are efficient and
maximum likelihood when one runs the regression withoutFinally, note that some market transformation programs
any weights, but includes stratum-specific intercepts (onemight work on the supply and demand sides, for example
dummy for each stratum except perhaps the ‘‘base case’’by facilitating supplier-purchaser interactions. In that case,
stratum). To get consistent and efficient intercept estimates,supply and demand shifts can be estimated separately, and
subtractln[(sampling fraction)h /(population fraction)h] sep-compared. Both are measures of the increase in transactions
arately from each stratum’s intercept estimate,(b0)h. For theat the new demand/supply equilibrium, and should equal
base case stratum, subtract that same log ratio from zero toeach other apart from measurement error.
create an intercept.

STRATIFIED OR CHOICE-BASED
See Skinner, Holt & Smith (1989) for details on linear or

SAMPLES logistic regressions under diverse sampling plans, or Ben-
Akiva and Lerman (1985) for treatment of stratified discrete

Sampling efficiency will often dictate a stratified or choice- choice regressions.
based sample, particularly if the number of exposed or tech-
nology-adopting customers is small compared to the popula-The Demand or Supply Shift Estimates
tion. (Choice-based samples in this case would be samples
stratified by variables including the adoption-or-not choice

Definewi as the weight attributed to observationi, equal toand/or the exposure-or-not event.) This section explains how
[the population fraction ini’s stratum] over [the samplingto apply the above methods to such samples.
fraction ini’s stratum]. Thenwi is multiplied by each element
of each sum in the demand and supply shift estimates. For

The Regressions example, equation 1 is replaced by:

Ordinary unadjusted regression estimation on stratified sam-
ples is inefficient. It is also biased and inconsistent if the
stratification is correlated with the dependent variable, as in Ddea4

(
nea

i41
wi[11F(Xi8b)]

(
nea

i41
wi

choice-based sampling.

The simplest method for attaining consistency is to weight
each observation by the inverse of its probability of being EquivalentlyDD or DS can be estimated separately for

each stratum and combined in a weighted average based ondrawn, or a multiple thereof. A good-sized multiple is the
population fractionNh_N divided by the sampling fraction population stratum size.
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‘‘exposure’’ responses may be used in one of the follow-Bootstrap
ing ways:

Since observations are presumably independently and identi-
Bias adjustment.Perform the demand shift estimationcally distributed within a stratum, the resampling part of the
twice on the small sample: once using the mail/phonebootstrap should be done separately for each stratum. That
response on exposure to obtainDDsurvey, and once using theis, from each stratumh of sizenh, drawnh observations with
corrected exposure variable to obtainDDinterview. The biasreplacement from thenh observations in the stratum. The
factor from underreporting exposure is estimated asDDinter-simulation sample will then havenh observations from each
view/DDsurveyand may be multiplied by the large-samplestratumh, for a total ofn observations. In simulation runk,
demand shift estimate to correct its bias. Where small samplecalculateDDk as explained above in this section. The boot-
size or other factors lower your confidence in the interviewstrap distribution is then the set of allK DDk’s, as is the
regression results, correct for less than the full bias estimated.case for a simple random sample.

Imputation. On the interview sample, regress ‘‘true’’SMALL SAMPLE INTERVIEWS exposure (based on the interview and follow-up) on self-
reported (mail/phone) exposure, and independent variables

Before any market transformation program is designed, a predicting exposure (theZ in the large sample regression):
small sample of customers should be studied in-depth. Well- Pr(E‘‘true’’ 4 1) 4 F(Zi8h ` cEsurvey). Since binary choice
conducted interviews may suggest customer decision mecha-regressions are biased in small samples, the linear probability
nisms, which in turn suggest how the market might be trans- model (E‘‘true’’ 4 Zi8h ` cEsurvey)might be appropriate. Either
formed and what survey questions would help assess pro-regression yields an equation that predicts true exposure
gram success. The questionnaire design process may gorather than the misreported exposure predicted by a large
through several iterations as modifications based on onemail/phone survey first stage regression. Apply this equation
small group of customers are tested on a separate group. to each member of the large sample to obtain predicted

Ê‘‘true’’ , which should then replaceÊ in the second stage
After the market transformation program has been carried demand-shift regression. Use the substitution method, since
out, serious researchers will interview a small sample of the instrumental variable method involves the underreported
energy users in depth to assess the program’s behavioraloutcomeE. For the net demand shift estimate use equation
effects. This small sample interview can also be used to (2), with Ê‘‘true’’ replacing Ê, because equation (1) would
improve the demand-shift estimates presented above, so longinvoke a downward-biasednea since exposed adopters under-
as it is conducted on a subsample of the larger mail/phonereport themselves in the large sample.
survey, and includes the four categories of buyers (exposed
and unexposed, adopters and non-adopters). The methodsThe effect of exposure on adoption
we present rely on a skilled interviewer obtaining more
accurate responses to questions than a written questionnaireSkilled interviewers may be able to assess and to what extent
could elicit, and are largely adapted from Kandel, Lang & interviewees’ technology adoption was caused by exposure.
McNally (1993).3 Beware of interviewee self-report bias, however, if technol-

ogy adopters are unable to correctly imagine how they would
The exposure variable have behaved without exposure, or if they choose answers

to fulfill strategic objectives or researchers’ expectations.
Where second-hand effects of the program are common,The quantitative model described above avoids all self-report
seemingly unexposed individuals may in fact be exposed bias, but is subject to sampling error (which diminishes with
indirectly. For example, unexposed person A may buy effi- sample size) and misinterpretations of ambiguous survey
cient lighting because exposed person B told him about it. questions. If you have conducted informative interviews
Analogous to spillover from incentive-based programs, the where you expect little self-report bias, but find the large-
existence of unreported second-hand effects can bias pro-sample questions ambiguous or insufficiently encompassing,
gram effectiveness estimates downward. The comparisonyou may wish to use interview results to improve your
group of reportedly unexposed individuals has higher tech- demand shift estimate.
nology adoption rates than they would without the program,
making natural adoption rates appear too high and the netFirst assess the accuracy of the large sample statistical results
supply shift appear too low. using survey responses of the subsample of interviewees.

Apply the parametersa, b and g estimated on the large
sample to predict a net-to-gross demand shift ratio on theInterviewers may measure second-hand exposure, by calling

up the sources of word-of-mouth information to see whether smaller interviewed subsample, as in equations 1 or 2 above.
A competing interview-based net-to-gross ratio is calculatedthey were exposed to the program. If so, the improved
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as the apparent proportion of total adoptions which are not the technology. Savings estimates can be based on billing
analyses, with each technology adopter’s net-to-grossnaturally occurring but required exposure. If the two net-

to-gross ratios diverge significantly, consider applying one demand shift ratio multiplying their observed savings, but
that involves costly follow-up of all large sample members.of the following procedures, depending on your analysis of

the relative accuracy of the large and small sample questions Therefore a researcher may need to apply a savings per unit
or engineering formula to the technology adoption figure.and answers:
This can be improved with information on the use of the

Bias adjustment.Use the divergence to estimate a direc- technology, most accurately obtained via the in-depth small
tion of bias in the large sample statistical results. If interview sample interviews.
net-to-gross is 80% of statistical net-to-gross on the small
subsample and the interview is clearly more reliable, multi- The interviewer tries to obtain accurate estimates of technol-
ply your final large sample statistical demand shift estimate ogy useT, perhaps as hours running per week, or an intensity
by 80%. Choose a less-than-full bias adjustment if the inter- of usage. Then using the interview sample, the researcher
view results are not unquestionably more accurate, per indi- regressesT on a set of predictor variablesV available in the
vidual tested, than the statistical results. The bias adjustmentlarge sample; for example ifT is washing machine usageV
procedure assumes that the small sample size is large enoughmight include an intercept, family size, and an indicator
to be representative in the relationship between interview variable for laundry-intensive employment.V may also
and mail/phone information. include mail/phone reported technology usage, which will

probably be less accurate than theT elicited by a skilled
Bayesian weighted combination.Estimate demand shift interviewer, but correlated with it.4

as a weighted combination of the statistical and interview
results. For example, demand shift4 (.7)(statistical results) Using regression results, one can predict a value ofT for
` (.3)(interview results). Assign weights based on your each large sample member, and use that predictedT value
assessment of the relative accuracy of the competing esti-in the engineering-type equation estimating savings.
mates, based on relative sample sizes and the clarity of
spoken vs. written questions and responses. CONCLUSION
Adoption and other variables

The effects of informational market transformation programs
on sales and adoption of energy efficient technology can beFor variables relating to technology, building characteristics,
estimated numerically, although the variance may turn outor decision-making processes, interview responses may be
to be high. A demand shift is estimated by comparing adop-more accurate than mail/phone responses because interview-
tion rates of exposed vs. unexposed individuals, and correct-ers can help respondents answer questions and perhaps
ing for the simultaneous nature of exposure and adoptioninspect their buildings or technology. Hence for the interview
decisions. Supply shifts can be estimated based on changessample there may be two sets of values for regression vari-
in exposed and unexposed suppliers’ sales of the technology.ables: those obtained from the mail/phone sample, and those

obtained later from the interview.
These methods work for programs where exposure is easily
definable, and is not required for adoption of the technology.The mail/phone values will have already been used as part of
Indirect effects of the program on not-directly-exposed pop-the large data set regression. On the corresponding interview
ulations may bias market shift estimates downward, how-variables, one may run the same regression to get a compet-
ever. Further, delayed responses to the program will noting set of coefficient estimates. Where coefficients differ
be captured.significantly, one may choose a Bayesian weighted combina-

tion of the two conflicting estimates. In assigning relative
A good analysis will include a set of in-depth interviews toweights to the competing estimates, remember that small
observe behavioral effects of the program. These interviewssamples are not likely to represent the entire population as
may also collect more accurate responses to survey ques-well as the larger sample, and that discrete choice regressions
tions, and be used to improve the accuracy of the quantitativeare biased in small samples. So any weighing in of small
market shift estimates, as proposed in this paper.sample results are based on confidence that interview

answers are more precise than mail/phone survey variables.
Finally, note that our method is presented for discrete adop-
tion and exposure choices, but the algebra can be extended toUse of the technology
continuous, ordinal, countable, or multiple choice variables,
using for example linear, ordered probit, Poisson, or multi-Eventually demand shift estimates may be translated into

rough energy savings estimates, which depend on use of nomial probit or logit regressions.
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