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ABSTRACT 

The flow of water in pipes has been measured by placing thermistors at 
two points along a pipe's surface and measuring the temperature variations 
(on the order of 30 sec duration) as the fluid passes. Cross correlation 
of the two sets of temperature versus time data is used to determine the 
time delay from the upstream to the downstream sensor. The distance 
between the two sensors is then used to calculate an estimate of the bulk 
fluid velocity. 

This technique was first used in the laboratory on a half-inch copper 
pipe. The temperature variations were introduced with a propane torch 
applied to the pipe upstream from the sensors and data were taken using a 
microcomputer with an analog input module. Thé flow rate calculated using 
cross correlation was lower than that obtained by timing the flow into a 
graduated cylinder, especially at the higher rates tested. Significantly 
better agreement was obtained in tests where the temperature variations 
were introduced using valves to vary the mix of co Id and hot water. For 
these tests, flow rates calculated were less than 20% below the actual 
values. The observed consistent underestimation was hypothesized to be an 
effect of either the boundary layer or the heat capacities of the fluid and 
the pipe. A simpIe plug f~ow simulation of the thermal interaction between 
the fluid and the pipe gave accurate flow rates thus indicating that the 
consistent underestimation was caused by the fluid boundary layer. 

The technique was tested on a two-inch copper pipe of the domestic hot 
water system in the boiler room of a 62 unit apartment building which had 
also been instrumented with in-line flow meters. This test showed that 
sufficient temperature variations exist in the normal operation of the 
system to deduce flow rates with an uncertainty of less than 20%. 

The method appears to be a useful diagnostic tooI. More 
experimentation and testing is suggested in order for this technique to be 
used with confidence on pipes of various sizes and compositions and in 
various flow regimes. 
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The measurement of fluid flow through pipes in building mechanical 
systems or industrial processes is usually do ne using flow meters of some 
sort plaeed directly in the fluid stream. In an existing system, the 
installation of a flow meter is of ten unreasonably disruptive or costly, 
involving a complete draining of the system, several hours of down time, and 
a significant expense for labor and equipment. Thus for short term 
measurements such as those required by energy audits or building diagnosties, 
the ability to measure flow in a "non-intrusive" mannerl is a great asset. 

Large buildings of ten use pipe loops for circulation of hot water for 
space heating and domestic purposes, and these distribution systems can be a 
major souree of heat loss. The ability to quantify this loss as a part of a 
routine energy audit procedure would lend greater confidenee to the selection 
of energy conservation measures and better precision to the prediction and 
measurement of energy savings. The measurement of the flow of oil into a 
burner during its operation would be anoth~r important application, 
determining more directly its energy input. 

There currently exist a number of commercially available devices which 
are used for non- intrusive flow measurement. However , each of these has 
disadvantages which are serious enough to make it undesirable for many 
applications. Existing non-intrusive techniques fall into three categories: 
uI trasonie transit time, ultrasonie doppIer , and hot-wire anemometry. A 
review of "non- intrusi ve flow meters (Krigman, 1982) surveys available 
devices using these techniques and others such as the commonly used magnetic 
flow meters which usually must be inserted into the pipe and thus are not 
non-intrusive in the sense used here. 

The ultrasonie devices (see Kr i gman, 1982 for manufacturers) are most 
successfully used for measuring the flow of slurries and wastes, especially 
in large diameter pipes. Transit time devices inject continuous ultrasonie 
signals both upstream and downstream into the pipe, then compare the 
transmission speeds of each. The measurements are rigidly dependent on the 
geometry and composition of the pipe and therefore a unique sensor 
arrangement is required for each pipe size and material. Small diameter 
pipes (less than one inch) do not lend themselves to this technique. Due to 
the short circuiting of the uI trasonie s ignal through the pipe wall, 
inadequate signal passes through the fluid. 

DoppIer techniques require that there be either particulates or bubbles 
suspended in the fluid, as sensors detect the ultrasonie signal reflected 
from such inhomogeneities, and fluids in field situations, especially potable 
water, are of ten too "clean" to enable use of this method. 

1 "Non-Intrusive in this paper means that no intrusion into the pipe 
is necessary to install the flow meter. The use of this term should not 
be confused with other authors' broader use to include devices which do 
not disturb the flow once instalIed. 
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Hot-wire anemometry (ADEC, 1987) does not depend on pipe size or 
impurities, and is being used for submetering in some existing bui1dings. 
However, this method must be considered "semi-intrusive," as it uses at least 
a "hot-tap" method to insert a sensor direct1y into the f1ow. 

The technique presented here uti1izes frequent measurements of pipe 
surface temperature made at two 1ocations some distance apart a10ng the pipe. 
F10w velocity is determined using the time de1ay ca1cu1ated between re1ated 
temperature variations measured at the two 1ocations. The de1ay time is 
ca1cu1ated by maximizing the cross corre1ation of the responses of upstream 
and downstream sensors as a function of the de1ay time. This method has 
previous1y been exp10red (van Meu1enbroek & Wakker, 1985) for the measurement 
of f10w in the cooling pipes of a nuc1ear reactor, an app1ication where non­
intrusive techniques are common1y emp1oyed. A number of authors have 
discussed the general cross corre1ation method using signa1s of any type, not 
necessari1y temperature (Gurevich & Kirshten, 1981; Cou1 thard, 1983; 
Koppermann, 1983; Med1ock, 1984; Hargitai et al., 1984). Others have 
investigated the statistica1 error of the cross corre1ation ana1ysis (Lassahn 
& Baker, 1982; Kebadze, 1984). This paper describes an app1ication of the 
simp lest cross corre1ation ana1ysis to signa1s from temperature sensors for 
the measurement of water f10w in the 1 to 3 inch diameter pipes common1y 
found in boiler rooms. 

As an energy audit too1, the desired accuracy of the technique discussed 
here is bet ter than 20%, simi1ar to that of other instrumented energy audit 
procedures. Instrumentation configured to use this technique cou1d be used 
to take instantaneous measurements of f10w rate or cou1d be left running for 
an ho ur or a day to get a more representative sample of the f1ow. 

Corre1ation signa1 processing hardware exists (Cou1thard, 1983; Med1ock, 
1984) but was not avai1ab1e for this project and was easi1y and inexpensive1y 
imp1emented using a personal computer. The equipment in this study consists 
of two thermistors attached to the surface of a pipe and a microcomputer 
outfitted with a data acquisition board. It is re1ative1y inexpensive 
($2000) and f1exib1e enough to be used on a wide range of pipe sizes, types 
and f10w rates. The software deve10ped for this proj ect displays the 
temperature variations graphica11y and in real-time and ca1cu1ates the f10w 
rates. 

METHOD 
The velocity of the fluid in the pipe is determined by measuring the 

time de1ay for temperature variations to travel between two points a10ng the 
pipe. Two temperature sensors are mounted a measured distance apart on the 
surface of the pipe (see Figure 1). The f10w rate is determined by 
computation of the time lag between the response of the upstream sensor and 
the downstream sensor. 

Temperature variations occur natura11y in all residentia1 usage of hot 
water due to the on-off operation of the heater, introduction of co1d 
(makeup) water, thermostat set-back, etc. The time lag, r, is determined 
from the cross corre1ation between the signa1 outputs, T1 (i) and T2 (i+r), of 
the two sensors using the relationship: 

r(r) = 

here T1 (i), !2(i) are the sensor outputs and 
T1 (i), T2 (i) are their means, e.g. T1 (i) 
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., is the time lag and n 
measurements) . 

The cross corre1ation is computed 
time span in the who1e data set). 
corre1ation coefficient, r. If L 
then the f10w velocity is simply: 
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is the number of points (temperature 

for each possible de1ay (up to half the 
., is the de1ay which gives the 1argest 

is the distance between the two sensors, 

v = LI., (2) 

From a handbook of standard pipe sizes, the inside diameter can be 
determined from the type, material, and outside diameter of the pipe to be 
examined. For typica1 hot water app1ications, standard pipes are used 
according to the p1umbing codes estab1ished state or nationwide . If the 
inside diameter is unknown, it must be estimated based on the app1ication 
invo1ved. With inside diameter, D, and distance between the sensors, L, the 
volumetric f10w rate is ca1cu1ated as 

(3) 

The major assumptions in this method are: (a) that the thermal path 
between the f1uid and the sensors introduces equa1 time de1ays at the two 
10cations and (b) that the temperature variations in the f1uid travel 
downstream at the f1uid bulk velocity. It is important that the time 
dependence of the temperature variations be' simi1ar. The variation 
amplitudes at the two sensors may differ so long as they are both large 
enough to be detected. In terms of control theory, the above assumptions can 
be stated as: (1) the transfer function is the same between the f1uid and 
each of the sensors, and (2) that the input function is the same at the two 
sensors. 

EXPERIMENTAL SETUP 
Two temperature sensors are brought in good therma1 contact with the 

pipe surface (using heat sink grease) at a known distance from each other 
(Figure 1). The sensors cou1d be thermocoup1es2 thermistors or any other 
fast responding temperature-sensitive device. In order to achieve 
reso1ution adequate forca1cu1ating ." a pair of temperature measurements 
need to be made in a time which is no more than one tenth of the shortest 
de1ay time expected. The area of the pipes around and between the sensors is 
insu1ated to reduce heat transfer between the pipe and its surroundings. A 
bridge circuit (Figure 2) is used to transform signa1s from the sensors to a 
form suitab1e for recording by a data acquisition system (DAS). The DAS has 
two ana10g input channe1s with appropriate range. (A PC Mate Lab-Master 
ana10g/digita1 110 board and an IBM-PC compatib1e microcomputer were used in 
these laboratory experiments.) The signa1s are samp1ed and digitized at a 
constant rate and are stored as two time series. Both sensors are read 
simu1taneous1y. Typica11y, temperature variations appear with periods much 
10nger than the de1ay time. For the cross corre1ation to produce usefu1 
resu1ts it is necessary to co11ect data for a period of time at least long 
enough to record an extremum (máximum or minimum) at each sensor. A cross 
corre1ation is then performed on the microcomputer, shifting the downstream 

2 The response time of the sensor/pipe system is determined by the 
pipe because its therma1 mass is much greater than that of the sensors. 
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temperatures back one step at a time until the maximum correlation 
coefficient is found. This defines the time delay. With this information, 
the inside pipe diameter and distance between the sensors, the volume rate of 
flow is computed. In the lab, this is compared to the volume rate of flow 
measured using a graduated cylinder and a stop-watch. The accuracy of this 
calibration measurement is estimated to be better then 3%. 

LABORATORY EXPERIMENTS AND RESULTS 
Testing in the laboratory was carried out using several successive 

setups and the results are described in a working paper which includes the 
source code for the programs developed. (Feuermann et al. 1988) The program 
developed included a real time graphic display of the data which proved 
valuable in determining when temperature extrema had been measured. 
Temperature variations that are too small result in uncertain measurements 
and temperature variations that are too large saturate the analog to digital 
converter . Experimentation with different methods of introducing the 
temperature variations showed the importance of having the fluid well mixed. 
Adequate temperature variations were found in a building's domestic hot water 
(DHW) distribution loop (due to varying hot water draw causing cold makeup 
water to enter the loop). These large temperature variations appear to have 
cross - sectional temperature profiles more uniform than those created by 
heat ing the pipe externally. Figure 3 shows a sample data set and Figure 4 
shows the cross correlations obtained. A summary comparing measured vs 
actual flow rates for 10 test runs is presented in Figure 5. A small but 
consistent under-estimation is evident. The Reynolds number for water in the 
~ inch pipe is about 100 times the flow rate in cm3/s so all the tests are in 
the region of turbulent flow. 

FIELD TEST AND RESULTS 
The thermistor/PC system was tested in the boiler room at Beechwood 

Apartments (a 62 unit building) in February 1987 (NJECL 1986). A diagram of 
the DHW heating system in use at the time is shown in Figure 6. The system 
consists of a large gas fired boiler with a circulation loop that supplies 
hot water to the 60 apartments. Flow meters are installed in the cold water 
makeup line3 and in the circulation loop return4 as part of the ongoing 
research on energy in multifamily buildings being conducted at the Center for 
Energy and Environmental Studies (see NJECL 1986). The thermistors for the 
non- intrusive flow measurements were located one foot apart on the supply 
side of the DHW circulation loop as indicated in Figure 6. The whole section 
of pipe around and between the sensors was insulated. At this point the flow 
should be the sum of the makeup water flow and the circulation loop return 
flow. The makeup cold water flowmeter was read visually at the beginning and 

3 Positive displacement meter by Badger Mfg. Co., installed on 2" 
pipe. Installed cost: $1765 in addition to the cost of the DAS. Range: 
8 to 160 gpm; accuracy: ± 2% of full scale (manufacturer's data). 

4 Magnetic paddle wheel .flow meter by Signet Mfg. Co., installed on 
3/4" pipe. Installed cost: $1205 in addition to the cost of the DAS. 
Range: 4 to 30 gpm; accuracy: ± 1% of full scale (manufacturer's data; 
tests by CEES staff indicate that paddle wheel cuts in at 3 gpm and drops 
out at 1.5 gpm when installed on 3/4" pipe). 

2.66 



FEUERMANN et al. 

end of each test and the return flowmeter data were recorded by the data 
acquisition system (DAS) every two minutes. 

Since the cold makeup water enters the loop upstream from the 
thermistors, temperature variations were expected to occur as a resuIt of hot 
water use. In order to create such variations some hot water was drawn into 
laundry tubs nearby as the temperature data were being recorded. Two 
thousand of the first 4000 data points are shown in Figure 7. Figure 8 shows 
the correlation coefficients plotted as a function of the time delay 
calculated for the 2000 point set and for each of its 500 point segments. 
The first segment did not include sufficient temperature variations to give 
an accurate delay (note the negative correlation coefficients) and the third 
segment included only a monotonically ris ing temperature which also did not 
yield a good measure of the time delay. The second and fourth segments, 
however, both included temperature extrema and hence the time delays obtained 
are expected to be meaningful. 

Similar results were obtained from the four other data sets taken. In 
each run cross correlations were performed on the entire 4000 point data set. 
The results of these non-intrusive flow measurements are compared with flow 
meter data in Table I. 

Table I. Field test results, 2/26/87, lpm. 

Non-Inttusive Method 
Trial Duration Delay Velocity Calc. flow 

min sec cm!s list 

1 3.927 2.53 12.0 0.233 
2 3.927 2.77 11.0 0.215 
3 3.927 3.77 8.1 0.158 
4 3.927 3.53 8.6 0.170 
5 1.907 2.37 12.8 0.252 

Averages 3.00 10.5 0.205 
*Distance between sensors: 30.5 cm (1.0 ft.) 
tlnside diameter: 4.98 cm (1.96 in.) 

Mechanical Flow Meter 
Makeup Return Meas. flow 

I lis lis lis 
41.6 0.177 0.157 0.334" 
51.1 0.217 0.156 0.373 
45.4 0.193 0.146 0.339 
68.1 0.289 0.095 0.384 
37.9 0.331 0.095 0.426 
48.8 0.241 0.130 0.371 

Comparison 
Leakage Const. (0.14) 

lis lis Ratio 
0.100 0.194 1.20 
0.159 0.233 0.92 
0.182 0.199 0.79 
0.216 0.244 0.69 
0.176 0.286 0.88 
0.167 0.231 0.90 

Each row of the table represents a different experimental run. 
"Duration" is the total time for 4000 pairs of temperature measurements. 
"Delay is the time lag (r) which yields the maximum correlation coefficient. 
The next four columns refer to the cross correlation measurement of the flow. 

"Velocity" is obtained using Equation 2 with L ... one foot (30.5 cm). "CaIc. 
flow" is the product of "Velocity" and the cross sectional area of the two 
inch pipe (19.4 cm2 ). 

The first column under "Makeup" is the volume (liters) of cold make up 
water recorded by a Badger flow meter previously instalIed in the DRY system. 

This meter is read visually at the beginning and at the end of each run. 
The second column under "Makeup" gives this value divided by "Duration" to 
yield the makeup flow (lis). "Return Flow" is the flow measured at the 
return end of the DRY circulation loop by another in-line flow meter 
connected to the DAS. The total flow into the circulation loop, "Meas. flow" 
(measured flow), should be the sum of "Makeup" and "Return Flow". Thus 
"CaIc. flow" is to be compared to "Meas. flow". 

Initially, the difference be~ween the flow measured by the existing in­
line flow meters and that calculated by the non-intrusive method was a 
surprise. Further thought suggested that the data could be explained by a 
leak into the boiler between the in-line flow meters and the non-intrusive 
one. Thus, the difference between "Meas. flow" and "CaIc. flow" is titled 
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"Leakage." The next column, "Const. (0.14)" is the measured flow corrected 
using a long term average leakage of 0.14 lis (see analysis below). The last 
column, "Ratio", shows the calculated flows divided by these "corrected" 
values. 

All 5 runs showed more water flowing into the boiler than was flowing 
out into the DHW circulation loop. In fact, the excess averaged 0.167 lis 
(2.6 gallons per minute) or 86% of the flow measured by the non-intrusive 
method. Laboratory tests had established that the errors in the 
non- intrusive flows were not more than 20% and the uncertainties in the 
makeup and return flow rates were of this order as weIl. Thus it is clear 
that the non- intrusive flow meter detected a leak in the DHW heating coils 
ins ide the boiler. Confirmation of this leakage rate was obtained from 
hourly DAS measurements of minimum DHW usage which usually occurs between the 
hours of 1 and 5 AM (Figure 9). (Feuermann et al. 1988) This minimum value 
rose monotonically from 40 to 530 liters per hour, (about 10 to 140 gallons 
per hour) between May 1986 and February 1987. Af ter the boiler was replaced 
in March 1987, the minimum returned to its earlier value of 40 l/h (10 
gal/h). The leakage into the boiler is thus measured to be 530 - 40 = 490 
l/h or 0.14 lis (2.2 gpm). Thus the flow measured using the mechanical flow 
meters is 0.37 - 0.14 = 0.23 lis (3.6 gpm) is in reasonable agreement (13%) 
with the 0.20 lis (3.2 gpm) value obtained by the cross correlation method. 

DISCUSSION 
The cross correlation of upstream and downstream temperature 

measurements has been shown to yield fluid flow rates to an accuracy of 
better than 20% when sufficient temperature variations are present in the 
fluid. The experiments show that the most reliable cross correlations occur 
when there is an extremum in the temperature time series used. Constant or 
mono tonic temperature data frequently yield low values of the correlation 
coefficient and erroneous time delays (see Figure 8). In addition, care is 
required to assure equal thermal contact between each of the sensors and the 
pipe. Adequate insulation should be applied at and between the two sensors 
since heat transfer with the surroundings in this region can significantly 
alter the temperature data obtained. Even when care was taken and adequate 
temperature variations were present in the fluid, still, a consistent 
underestimation of the flow rate is observed. 

This consistent underestimation was believed to be an effect of either 
the heat capacities of the pipe and the fluid or the more slowly travelling 
boundary layer next to the pipe. To test the heat capacity hypothesis , a 
computer simulation of the experimental setup was carried out (Feuermann et 
al. 1988). The simulation used plug flow to explore the exchange of heat 
between the fluid and the pipe. The simulation showed that the heat capacity 
of the pipe spreads the temperature variations and reduces their amplitude, 
but that the fluid velocity is still accurate ly determined by the cross 
correlation method. 

S ince heat capac i ty effec ts did not exp lain the consistent 
underestimation of flow, attention was turned to the details of the velocity 
profile in the pipe. The major source of error appears to be associated with 
a fluid velocity which varies across the pipe. The method used assumes 
temperature variations travel át the fluid bulk velocity, though it is known 
that there is a boundary layer at the pipe surface through which the actual 
velocity must drop to zero. It appears that the fluid boundary layer is 
responsible for the observed consistent underestimation of the fluid bulk 
velocity . This underestimation was larger for the tests do ne in which the 
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necessary temperature variations were introduced by heating the pipe than 
when the variations were a1ready present in the f1uid. The 1arger 
discrepancy with the torch method might be anticipated since the heat 
externa11y app1ied with the torch has to travel first through the boundary 
layer before it later trave1s back out to the sensors some distance 
downstream. 

S imp le modifications of the ana1ysis technique inc1uding cross 
corre1ation of the first derivative and direct measurement of the time de1ay 
between extrema or inf1ection points were attempted, but did not improve the 
resu1 ts. The cross corre1ation of the first derivative gave 1ess 
underestimation for high f10w rates, but some over-estimation for 10w f10w 
rates and no lower overall spread. More sophisticated cross corre1ation 
analyses are by Lassahn & Baker (1982), Kebadze (1984), Koppermann (1984) and 
van Meu1enbroed & van de Wakker (1985), and might also lead to improved 
accuracy for the application discussed here. 

The presence of extrema in the temperature data have been sh own to be 
essential. When the temperature variations are due to a process which also 
causes changes in the flow rate, caution is needed in the eva1uation of cross 
correlations (i.e. several separate sets of data, perhaps selected around the 
individual extrema, should be analyzed). 

In the laboratory tests conducted with hot and co1d water mixing, the 
errors ranged from -2% to -18% (Figure 5) with smaller errors at lower f10w 
rates. The Reynolds numbers ranged from 2500 to 10000 in these tests. The 
underestimation for the ten laboratory trials and the one field test is 
plotted vs Reynolds number in Figure 10. This accuracy of better than 20% is 
sufficient for measurement of flow in pipes for purposes of energy 
conservation diagnostics. 

The apparatus could be duplicated with new equipment for under $2000, of 
which about half is the cost of a microcomputer. This cost is re1ative1y 
small for "house doctors" who spread the cost over many bui1dings. It is, 
perhaps,low enough to be a good investment in larger bui1dings such as the 
one reported on in this work. 

CONCLUSIONS 
A cross corre1ation method of measuring the f10w in pipes non­

intrusively was deve10ped and tested both in the lab and in the field. A 
computer program was deve10ped for rapid on-site determination of f10w rates 
and computer simu1ations were carried out to exp10re the causes for the 
errors found. The pre1iminary experimentation reported here shows that flow 
of water in pipes can be measured without cost1y and time-consuming 
insta11ation of f10w meters. The method of cross corre1ating two temperature 
time series to find the time de1ay as the f1uid passes two sensors a10ng the 
pipe was tes ted sa tisfactorily on both ~ inch and 2 inch copper pipes 
carrying clean, potab1e water. The accuracy was better than 20%. The method 
is expected to work equa1ly weIl for other pipe sizes, on pipes made of other 
materials and with pipes carrying other fluids. More tests shou1d, however, 
be performed. 

Additiona1 theoretica1 work is needed to exp1ain the 10w readings at 
high f10w rates, thought to be due to a boundary 1ayer moving more slowly 
than the bulk of the f1uid. ft is p1ausib1e that with a correction to 
account for the actua1 velocity profile, the accuracy cou1d be improved. 

Questions to be answered by further research inc1ude: 
1.) How large must the temperature f1uctuations be? 
2.) Are adequate temperature variations usually present in buildings? 
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3.) What range of Reynolds numbers (velocities) can be accurate ly measured? 
4.) How does pipe size and composition affect accuracy? 
5. ) How important are insulation around and between the sensors and the 
distance between sensors? 
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Figure 1. Non-intrusive pipe-flow measurement system. 
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Figure 2. Bridge circuit to transform thermistor outputs to voltages (v1 
and V2) appropriatefor input to the analog to digital converter. Capacitors 
reduce noise, R3 is adjusted to obtain amidrange reading from T1(V1), R4 
is then adjusted to bring V2 close to Vl. 
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Figure 3. (above) Temperature time series data for c 
valved hot and cold water laboratory test. Sensors o .99 
are 1 ft. apart on half-inch copper pipe; actual flow -,f) 
rate is 29.4 cm3/sec. a • ge ... 
Figure 4. (right) Cross correlation coefficient cl .97 
plotted as a funetion of time for temperature data L 
shown in Figure 6. Maximum occurs at 2.68 L .9a 
seconds, corresponding to a flow rate of 31.2 0 

cm3/sec. The actual flow was 29.4 cm3/sec. U .95 
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1/2 inch copper pipe - Valved Hot/Cold Water 
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Figure 5. Comparison of flow rate determined with the cross co"elation method to actua! flow 
rate measured by timing the flow into a graduated cylinder. Temperature fluctuations were 
created using the valve setup shown in Figure 5. Reynolds numbers are about100 times the 
indicated flow rales. 
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Figure 6 Setup for field test on the domestic hot water (DHW) system at 
8eechwood Apartments. 
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Figure 7. TemperaJure time series data for field test. Sensors are 1 ft. apart on 2" copper 
pipe. Total duration was 118 seconds. The temperature variations are on the order of 1 "C. 
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Figure 8. Cross cOTTelaJion plotted as afonetion of time for temperature data shown in Figure 
10. COTTelations were per/ormed on the data set as a whole (a). and each 500-point segment (b 
through el. Graphs b and d show ineonelusive ruults due to absenee of temperaJure extrema in 
these segments. (Note different scales in cOTTelation axes). 
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FEUERMANN et al. 

Minumum Hourly DHW Usoge 
Fffi. 1987 Mqj 1987 
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Figure 9. Minimum hourly DHW hourly usage for Beechwood Apartments, for all days of the 
month. Note the large minimums (80-90 gallons per hour) in February and the normal (10 
gallons per hour) values in May after the boiler was replaced. . 
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Figure 10. Underestimate inflow rates determined by the non-intrusive 
method as a function of Reynolds number. Data shown are for 10laboratory 
trials using 112" copper pipe and onefield test on 2" copper pipe. 

2.74 




